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NIST Speaker Recognition Evaluations Utilizing the
Mixer Corpora—2004, 2005, 2006

Mark A. Przybocki, Alvin F. Martin, and Audrey N. Le

Abstract—NIST has coordinated annual evaluations of text-in-
dependent speaker recognition from 1996 to 2006. This paper dis-
cusses the last three of these, which utilized conversational speech
data from the Mixer Corpora recently collected by the Linguistic
Data Consortium. We review the evaluation procedures, the ma-
trix of test conditions included, and the performance trends ob-
served. While most of the data is collected over telephone channels,
one multichannel test condition utilizes a subset of Mixer conversa-
tions recorded simultaneously over multiple microphone channels
and a telephone line. The corpus also includes some non-English
conversations involving bilingual speakers, allowing an examina-
tion of the effect of language on performance results. On the var-
ious test conditions involving English language conversational tele-
phone data, considerable performance gains are observed over the
past three years.

Index Terms—Cross-channel evaluation, decision error tradeoff
(DET) curves, Mixer Corpora, NIST evaluations, speaker recogni-
tion evaluation.

1. INTRODUCTION

HE Speech Group at the National Institute of Standards
T and Technology (NIST) has been coordinating yearly
evaluations of text-independent speaker recognition technology
since 1996 [1]-[5]. During the eleven years of NIST Speaker
Recognition evaluations, the basic task of speaker detection, de-
termining whether or not a specified target speaker is speaking
in a given test speech segment, has been the primary evaluation
focus. This task has been posed primarily utilizing various
telephone speech corpora as the source of evaluation data.

By providing explicit evaluation plans, common test sets,
standard measurements of error, and a forum for participants to
openly discuss algorithm successes and failures (see [6]), the
NIST series of Speaker Recognition Evaluations (SREs) [7] has
provided a means for chronicling progress in text-independent
speaker recognition technologies.

As noted above, we have previously discussed the earlier his-
tory of the NIST SREs (for example, in [1]). Here, we concen-
trate on the evaluations of the past three years (2004-2006).
These recent evaluations have been distinguished notably by the
use of the Mixer Corpora of conversational telephone speech as
the primary data source, and by offering a wide range of (mostly
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optional) test conditions for the durations of the training and test
data used for each trial. One test condition in the past two years
has involved the use of the Mixer data simultaneously recorded
over several microphone channels and a telephone line. In addi-
tion, the corpus and the recent evaluations have included some
conversations involving bilingual speakers speaking a language
other than English. The use of Mixer data has made the recent
evaluations larger and richer in the range of performance factors
available for study. We discuss a few of these here.

II. EVALUATION MEASURES

An evaluation test consists of a series of trials, in each of
which the system must determine whether a given speaker,
whose model is defined by specified training speech data, is
speaking in a given test segment. Test trials can be categorized
as either farget trials, meaning the target speaker is speaking in
the test segment (correct answer is true), or impostor (nontarget)
trials, meaning the target speaker is not speaking in the test seg-
ment (correct answer is false). Each trial requires two outputs
from the system under test, namely an actual decision, which
declares whether or not the test segment contains the specified
speaker, and a numeric likelihood score, which quantifies the
system’s degree of belief that the target is speaking. (Larger
scores imply greater likelihood of this.) There are two types of
actual decision errors, missed detections (target trials) and false
alarms (impostor trials). The miss rate (Pyiss|Target) 15 the
percentage of target trials decided incorrectly (as false). The
false alarm rate (Ppa|impostor) 18 the percentage of impostor
trials decided incorrectly (as true).

A. Cpgt Cost Function

NIST uses a cost function as the basic performance measure.
The Cpgr cost is a weighted sum of the two error rates. The
weights depend on the assumed costs of a missed detection and
of a false alarm, and on the assumed a priori probability of a
target trial. We then define equation (1), shown at the bottom
of the next page. The parameters here are inherently application
specific. For the NIST evaluations, the cost of a missed detection
has been set as 10, and the cost of a false alarm as 1. The a priori
probability of a target trial has been assigned the value 0.01.
Note that this probability need not, and does not, correspond to
the actual target richness of the evaluation data trials but rather
reflects application scenarios of possible interest, as do the cost
parameters specified.

The cost function is made more intuitive by normalizing it
so that a system with no discriminative capability is assigned a
cost of 1.0. Since (1) implies that deciding “false” for every trial
results in a numerator of 0.1, while deciding “true” for every trial
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results in a numerator of 0.99, we set NormFact to the minimum
of these two values, namely 0.1.

B. Decision Error Tradeoff (DET) Curves

In addition to determining single number measures such as
Cpgt cost, more performance information can be shown in a
graph plotting all the possible operating points of a system based
on the likelihood scores. By sweeping over all possible likeli-
hood values as thresholds for separating decisions of true and
false, all possible system operating points are generated.

NIST has used a variant of the popular receiver operating
characteristic (ROC) curve, which has long been utilized to rep-
resent decision task performance by Swets [8] and others, where
the two error rates are plotted on the x and y axes on a normal
deviate scale. NIST introduced the use of DET curves [9] in the
1996 evaluation [10], and DET curves have since been widely
used for the representation of detection task performance.

The actual decision point on the DET curve, corresponding
to Cpgr value, can be marked with a special symbol for easy
identification. A confidence box may be drawn around this point
corresponding to 95% confidence limits for the miss and false
alarm rates. (This assumes trial independence, which is not fully
valid.) The point on the curve correspond to the minimum pos-
sible Cpg value can also be marked. The distance between the
minimum and actual Cpg points indicates how well the actual
decision threshold is calibrated. (Another popular measure is the
equal error rate, defined as either coordinate of the intersection
of the DET curve with the line z = y.)

Fig. 1 shows the DET curves for 36 primary systems for the
“core” test (to be discussed in Section IV) in the 2006 evalu-
ation. The best performing systems are highlighted. Note that
most of these curves are close to linear, as would be implied by
normality in the underlying distributions of target and nontarget
trial scores.

III. MiXER CORPORA

Appropriate data is essential for research in speaker recogni-
tion, and large quantifies of appropriate data are needed for sig-
nificant evaluation. NIST has benefited from the ongoing col-
lections of conversational telephone speech by the Linguistic
Data Consortium [11]. Several collections of Switchboard style
corpora [12], each of which included hundreds of speakers and
thousands of conversations, were used extensively in the detec-
tion tasks of the NIST Speaker Recognition Evaluations from
1996 to 2003.

The 2004, 2005, and 2006 evaluations all used conversational
speech data of the recently collected Mixer Corpora of the LDC.
These corpora are based on a platform utilizing an automaton
that can initiate contacts via phone to find pairings of regis-
tered participants to engage in recorded conversations on as-
signed topics. As with the previously used Switchboard plat-
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Fig. 1. DET curves for the “core” test condition for 36 primary systems in the
2006 evaluation.

form, the participants can also initiate calls, and have the plat-
form find them a conversational partner. The objective is to se-
cure from a large number of target speakers a significant number
(eight or more for the recent evaluations) of conversation sides
from a single handset (telephone number)! that may be used for
training, and some number of conversations from other hand-
sets, which may be used for test segment data. The compen-
sation paid to the registered participants includes incentives to
accomplish this. See [13]-[15].

IV. EVALUATION CONDITIONS

The Mixer collection was initiated following earlier NIST
evaluations and other research [16]-[18] suggesting that con-
siderable performance benefits could be achieved with longer
durations of training and, to a lesser extent, test segment data. It
was desired, therefore, to have a range of training and test dura-
tion conditions, with up to eight conversation sides (averaging
about 2.5 min of speech each) for training and a single full con-
versation side for test. On the other hand, there was considerable
interest among some participants in having very short duration
training and test conditions, namely 10 s each, reflecting con-
siderable demand for such in commercial applications. Thus a
matrix of possible combinations for training and test was sug-
gested.

I'The imperfect assumption is made that different handsets correspond to dif-
ferent phone numbers.

((Cl\/ﬁss*P]\’Iiss|Target*PTarget) + (CFA*PFA‘Impostor*(l - PTarget)))
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TABLE 1

TRAINING CONDITIONS IN 2005 AND 2006

Training
Condition

Description
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TABLE II

TEST SEGMENT CONDITIONS IN 2005 AND 2006

10 seconds (of one
side)

A variable length  segment
containing about 10 seconds of
speech. Each is a sub-segment of

Test Segment
Condition

Description

10 seconds (of

A variable length segment containing
about 10 seconds of speech. Each is a
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the data for a 1 side model.

1 side (average 2.5 | 1 conversation side.

min of speech)

3 conversation sides, generally a
subset of the sides of an 8 sides
model.

3 sides (average 7.5
minof speech)

8 sides (average 20 | 8 conversation sides.

minof speech)

3 summed-channel conversations.
3 conversations In general, the conversations
include the sides of a 3 sides model.

The advantage of longer duration segments lay in the possi-
bility of using various types of higher level information about
the speech content of the data. One such type of information is
the actual words and word combinations used, i.e., the statis-
tics on unigrams, bigrams, etc. Since many of the participating
sites did not have their own systems for automatic speech recog-
nition (ASR), the recent evaluations have included ASR tran-
scripts, with a word error rate on the order of 20%, produced by
an up-to-date, relatively fast, system.2; 3

A. Training Conditions

Table I lists the five training condition in the 2005 and 2006
evaluations. (In 2004, there were also a 30-s training condition,
and a 16-sides condition; unfortunately, data for the latter was
limited.) The first four reflect the desired range of speech dura-
tions provided for the target speaker models. The final condition
reflects the desire to include summed channel (sometimes called
2-wire) data in the evaluation. Three such conversations are pro-
vided, with the target speaker guaranteed to be one of the two
speakers in each, while the three other speakers are all distinct.
Systems must automatically segment the training speech data to
find that corresponding to the target.

B. Test Segment Conditions

Table I1 lists four the test segment conditions for the 2005 and
2006 evaluations. (The 2004 evaluation also had a 30-s condi-
tion, but not a microphone condition.) The first two represent
the two extremes for single conversation side telephone data,
namely 10 s of speech or the whole conversation side. The third
is the summed channel conversation side (2-wire) condition,
where the system must determine if either speaker in the conver-
sation is the target. The final condition is the microphone data

2NIST thanks BBN Technologies for producing these transcripts and making
them available to evaluation participants.

3Certain commercial equipment, instruments, or materials are identified in
this paper in order to specify the experimental procedure adequately. Such iden-
tification is not intended to imply recommendation or endorsement by the Na-
tional Institute of Standards and Technology, nor is it intended to imply that the
materials or equipment identified are necessarily the best available for the pur-
pose.

ne si ;
eneide) sub-segment of a 1 side segment.

A full five minute segment from a

1 side (average 2.5 W L
conversation side.

minof speech)

1 summed-channel conversation, one
or both sides of which are 1 side test
segments.

1 conversation

A 1 side conversation included above
as recorded on one of eight auxiliary
microphone channels

1 microphone side

TABLE III
MATRIX OF TRAINING AND TEST SEGMENT CONDITIONS
INCLUDED AND REQUIRED IN 2006

Test Segment Condition

10 sec | 1side | 1 conv | 1 mic
conv
= 10 seconds |optional
S
:‘é 1 side optional [required|optional joptional
=]
S 3 sides optional |optional |optional joptional
En 8 sides optional |optional |optional joptional
=
'z
= 2 . optional |optional
conversations

for cross-channel speaker detection. A subset of the test con-
versations were simultaneously recorded over eight microphone
channels, and each such recording is included as a test segment
for this condition. The corresponding telephone versions are in-
cluded in the first condition.

C. Matrix of Tests

The combination of training and test segment conditions
leads to a matrix of possible tests to include in the evaluation.
In 2004 and 2005, the full matrix of tests was used; for 2006,
it was decided to pare this matrix to those in which there was
greater interest among participants. There was, for example,
limited interested in short duration training with longer test
segments.

Table III shows the matrix of 15 offered training and test seg-
ment conditions as specified for the 2006 evaluation. Note that
the condition of training and testing on single telephone conver-
sation sides was the “core” condition; this test was required of
all participating sites. Beyond this, they could do as many, or as
few, of the other tests as they preferred. However, for each test
chosen, systems were required to do all trials included in each
test. In particular, this meant doing all the trials that involved
speech in languages other than English.

Sections VI-IX will present performance results from recent
evaluations for various test conditions.
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2006 Evaluation Participation

® 36 submitting sites

Australia Canada China (6)
Czech Republic Denmark Finland
France (8) Germany (2) Israel

Italy Lebanon Singapore (2)
South Africa Spain (2) Switzerland

United Kingdom
B 96 systems

United States (6)

W 283 test condition/system combinations

Fig. 2. Participation in the 2006 evaluation.

V. PARTICIPANTS

Participation in the NIST SREs has been growing over the
years. There were 24 participating sites in both 2004 and 2005,
more than in any previous evaluations. Then, in 2006, the
number of participants grew by 50%, with 36 different sites
(or teams of sites) submitting one or more evaluation systems.
The participating sites included research labs from companies,
nonprofit organizations, governments, and universities in North
America, Europe, the Middle East, Africa, Asia, and Australia,
reflecting worldwide interest in this technology.

Fig. 2 summarizes the participation seen in 2006. The 36 sites
together produced 96 different systems which collectively gave
283 sets of evaluation results across the 15 test conditions of-
fered in 2006 as discussed in Section IV-C. Note that only six
of the 36 participating sites were in the U.S. The majority were
from Europe, with France as the biggest player, while East Asian
participation saw large increases in 2006 and other recent years.

It should be noted that the accepted community practice, at
least until now, has been not to publicize evaluation winners
and losers as such by identifying participating sites with their
performance results in open meetings and publications. This has
been intended to encourage evaluation participation by various
sites, perhaps using high-risk techniques, without the concern of
public embarrassment. As part of its agreement to participate in
recent NIST Speaker Recognition evaluations, each site agreed
that it is free to publicly present its own results, but that it may
not directly compare its results to those of the other participants.
There has been some debate about whether a more publicly open
policy would be better for the larger community, and a different
policy may be adopted for the next evaluation.

Following current policy, the DET plots presented in this
paper show curves for all participating sites or for the best
performing systems for various evaluation conditions without
providing the corresponding site names.

VI. CORE TEST AND COMMON CONDITION

The core test, as described above, consisted of all trials with
a single telephone conversation side for both training and test. It
is considered the central test of these evaluations, and has been
required of all participants.
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Fig. 3. Common condition results for 36 primary systems in the 2006 evalua-
tion.

Fig. 1 (presented in Section II-B) shows the core test DET
curves for the primary systems of the 36 participants in the 2006
evaluation. The several top performing curves are highlighted.

NIST has also defined a “common condition” in each evalu-
ation, a subset of the core test consisting of the trials of greatest
interest. In 2006 (and with slight differences, in the two pre-
ceding years), the common condition consisted of all core test
trials in which all of the speech data, training and test, was in
English. Thus, this condition filters out the effects of having
multiple languages (discussed in Section X below) and is more
comparable to previous results.

Fig. 3 shows the common condition DET curves of the 36 pri-
mary systems. Comparing Figs. 2 and 3, it can be noted that best
systems performed better on the common condition than on the
core test, particularly in the vicinity of the curves near the actual
and minimum Cpgr points (the triangles and circles). Since the
evaluation emphasized this score on the common condition, this
received the greatest effort by system designers, with some sys-
tems de-emphasizing the non-English trials. (Note that the ASR
transcripts that were provided were English only.)

Fig. 4 shows DET curves for the common condition of the
best systems in 2004, 2005, and 2006. It may be observed that a
large improvement was obtained in 2005 compared to 2004. The
situation in 2006 compared to 2005, however, was more equiv-
ocal, with the curves intersecting and improvement limited to
lower miss rates. NIST hopes to investigate further the reasons
for this.

Do the performance improvements seen in Fig. 4 (and in plots
to be presented below) reflect real algorithm improvements, or
could they result simply from changes in the evaluation data?
One advantage of using a consistent corpus type such as Mixer
over a number of evaluations is that it should minimize data dif-
ferences between evaluations, particularly when restricted to a
common test condition, including only English conversations.
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Fig. 4. Common Condition best performing systems results 2004—2006.

However, assuring a constant level of difficulty for evaluation
data can be a problem even when consistent data collection pro-
tocols are employed. This problem has been observed in several
of the other NIST speech processing evaluations.

In 2005 and 2006, NIST invited sites to save “mothballed”
systems from the previous evaluation, and to run them on the
current year’s data. Several sites responded to this request, and
it was possible to compare results on the data of successive years
run on common systems. Fig. 5 shows results for one such site.
It can be seen that the mothballed system’s results on the 2005
and 2006 test sets were not very different (the DET curves in-
tersect), while this site’s primary system showed considerably
improved performance on the 2006 data. Thus, we believe that
there was little difference in test set difficulty for the common
condition for these two years, and that the observed performance
improvements in 2006 were real.

There was one notable evaluation protocol change adopted
in 2005, however. Previously, the data supplied with each trial
for the common condition (and other single-channel test con-
ditions) consisted of just the single conversation side, in both
training and test. Starting in 2005, both sides of each conver-
sation were made available, separately, with the side of interest
designated. This additional data could assist in modeling the na-
ture of the conversation taking place. Only a few participating
sites have attempted to make use of this additional information,
however. It may have contributed to the improved best system
performance of 2005 compared with 2004 but was probably not
the major reason for the improvement.

VII. EXTENDED TRAINING

As noted previously, for the past several years the NIST eval-
uation has included an extended training data component in its
evaluation because of the enhanced performance results this has
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Fig. 5. Mothballed system performance for the common condition for one site
on the 2005 and 2006 evaluation test sets, along with the site’s primary system
performance on the 2006 data.
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Fig. 6. Extended training condition best performing system results 2004—-2006.

offered. This has concentrated on the test condition where eight
training conversation sides are provided for each target speaker
(generally using a common handset), along with a single conver-
sation side for each test segment. Fig. 6 shows the best system
performance for this condition over the past three evaluations.
As with the common condition, there was large performance
improvement in 2005 over 2004, particularly in the low false
alarm region of the DET plots, the region of greatest interest for
the Cpget cost function. However, there likewise was a more
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Fig.7. Best system performance on 10-s training and test trials in the 2005 and
2006 NIST evaluations.

equivocal situation in 2006 compared with 2005, with the best
system curves intersecting. It is also instructive to compare the
curves of Fig. 6 with those of Fig. 4 to observe the improved
performance afforded by the additional training data for each
target speaker.

VIII. 10-s DURATIONS

The extremely short duration (10 s for both training and test
segment) test condition has, as noted previously, been main-
tained as part of the NIST evaluations because of participant in-
terest and its relevance to commercial applications. Fig. 7 shows
the DET curves for the best performing systems for the past two
evaluations. The considerable performance improvement seen
in 2006 compared with 2005 is encouraging, but most notable
perhaps is the remaining large performance gap compared with
other longer duration test conditions.

IX. TWO-SPEAKER DETECTION

For some years, the NIST evaluations have included a two-
speaker detection condition. Here, the data, training, and test is
the result of summing the two channels of the phone conversa-
tions, where the target speaker participates in all training con-
versations, and the task is to determine whether either of the two
test segment speakers is this target.

The two-speaker training has consisted of three conversa-
tions, each with the target of interest as one participant, and with
three different speakers as the other participant. It is part of the
task to track the speech of the single target of interest in the three
training conversations, and then to find any speech of this target
in the test segment, consisting of a single summed channel con-
versation.
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ation.

Fig. 8 shows the history of best system performance results
on this test for each year from 1999 through 2005. (2006 has not
yet been added to the chart.) For earlier years, the data was either
all landline or all cellular, while since 2004 the Mixer Corpora
have provided as mix of the two. General progress is apparent,
with a setback in performance seen in 2002 and 2003, when the
data switched from landline to cellular. Also, in the three ear-
lier years, only the test segments consisted of summed channel
data; the training was single channel. Sizable performance im-
provements are seen for the two most recent years shown using
Mixer data. Fig. 8 may be compared with Fig. 4 to get a sense
of the gap between one-speaker and two-speaker performance.
This gap has lessened in recent years.

X. LANGUAGE EFFECTS

The Mixer Corpora have included hundreds of bilingual
speakers, people who can converse fluently on assigned topics
in either English or another language. Large numbers of
speakers of Arabic, Mandarin, Russian, and Spanish have
been recruited, as well as smaller numbers of other language
speakers. The collection protocol has been designed to pair
common speakers of a language other than English. This has
included calling all available speakers of each non-English
language at roughly the same time, setting aside special col-
lection days for specific languages, and offering bonuses for
completing a set number of non-English calls.

There has often been speculation about the effect of language
on speaker recognition performance, and particularly of the ef-
fect of speakers switching language between training and test.
The Mixer Corpora have allowed this to be investigated. Fig. 9
shows DET curves by language for one system for the core con-
dition (one conversation training and test) of the 2006 evalua-
tion. The four curves cover the four different combinations of
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Fig.9. DET curves for one system in the 2006 evaluation based on the language
(E for English, N for non-English) in the model (training) and test segment data
for all common condition trials. For example, “EN” designates English training
and non-English test segments.

English or non-English in the model (training) and test segment
data for all trials (both target and nontarget trials). For example,
“NE” refers to trials where the training is in a non-English lan-
guage, and the test segment is in English.

It may be observed that performance is clearly superior for the
matched (same language) trials than for the unmatched. Thus,
language consistency matters for successful recognition, but this
figure shows no significant differences depending on the identity
(English or non-English) of the language(s) involved. It may be
noted that the chosen (rather well performing) system is fairly
typical in this regard of the many evaluation systems.

Some further insight on what is happening may be seen by
looking separately at the language effects on target and non-
target trials. In Fig. 10, each DET curves includes all impostor
trials, with only the target trials divided by language condition
as in Fig. 9. Fig. 11 similarly divides the impostor trials, while
including all target trials in each curve.

In Fig. 10, it is seen that matched target trials produce better
performance, as might be expected, but the effect is far greater
for the non-English target trials. Further, in Fig. 11 it is seen
that matched English nontarget trials produce better perfor-
mance than unmatched trials, but matched non-English trials
produce far worse results. This suggest that for non-English
data (conversation language information was made available)
the system may be doing language recognition as much as
it is doing speaker recognition. This may be a result of the
non-English conversations receiving less evaluation emphasis
(not being included in the common evaluation condition)
and not having in-language ASR results provided for them.
Interestingly, the calibration for the non-English training and
non-English test conditions, indicated by the distance between
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Fig. 10. DET curves for the same system as in Fig. 9 but with only the target
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Fig. 11. DET curves for the same system as in Fig. 9 with only the nontarget
trials limited and all target trials used for each curve.

the actual decision and minimal Cpgr points, is poor in all
three figures. This is a matter that should be studied further and,
hopefully, future evaluation results will show some lessening
of the effects observed here.

XI. CROSS-CHANNEL PERFORMANCE

A key feature of the Mixer collections for the recent NIST
evaluations has been the inclusion of hundreds of speakers who
for several of their calls visit one of three special collection sites
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Fig. 12. DET curves one 2006 evaluation system for test segments recorded
simultaneously over each of eight microphone channels and over the telephone.

where they talk using a phone but also have their side of each
conversation simultaneously recorded over a collection of eight
different microphones of varying types placed on or near them.
One evaluation test condition during the past two years has con-
sisted of trials where the training is regular telephone recorded
data but the test segments are recorded over these different mi-
crophone channels (and also over the telephone). Fig. 12 shows
DET curves for one system in the 2006 evaluation that partici-
pated in this test condition.

The relatively unsmooth curves and large confidence boxes
of the figure reflect the relatively small numbers of trials in the
2006 evaluation for the cross-channel condition. The key point
to note is the far better performance of the telephone test seg-
ment data (solid black) than that of all the cross-channel (all
training was over the telephone) microphone curves. (The mi-
crophone used in the broken black curve was apparently defec-
tive.)

Future NIST evaluations will emphasize the cross-channel
condition and will have greater amounts of data. The perfor-
mance effects of the several different types of microphones
will be examined in more detail, and participants interested in
this problem will undoubtedly find successful approaches to re-
ducing the performance effect of different recording conditions
for training and test.

XII. FUTURE EVALUATIONS

After 11 years on annual speaker recognition evaluations, the
NIST SRE series will go on hiatus for a year in 2007, but should
resume in 2008. As noted, the size and complexity of the evalua-
tion has grown over the years, as has the number of participating
sites. The extra time to prepare for the next evaluation will allow
for an enhanced collection of cross-channel data, which will be
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a major focus of future evaluations, and to assess the other re-
sources needed to support continuing and expanded evaluations.

As suggested in Sections VI-IX, considerable progress has
been seen in recent years in the major test conditions involving
conversational telephone speech in English, which have long
been the focus of the NIST evaluations. Approaches involving
the merging of different types and levels of information, and
various types of normalization to different telephone channel
conditions have led to major improvements in the field. These
are discussed in other papers in this issue. Further such progress
may be expected in future evaluations, but perhaps what is most
desired is improved handling of channel variability beyond the
telephone domain. The handling of multiple and cross language
conditions will also be of continued interest, and there remains
considerable room for performance improvement when the
training and test speech duration are very short.

There appears to be growing interest in the speaker recogni-
tion field and in the NIST type of evaluation among both tech-
nology developers and potential users of this technology. The
Mixer collection paradigm appears to be well adapted for future
efforts, but the need for ever more such data and the cost of col-
lection remains an issue of concern.

It should be noted that the NIST evaluations remain open to
all who find the task of interest and wish to participate and report
on their systems at the follow-up evaluation workshops.
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