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The humanmind is a sdr of mysterious, amorphausibstancelike ahandfu of clay

from a fosd-rich gorge. V& ae told tha it is a mixture d thoughts, emotions,
memories, perspectives, and habits, half-blended and bound togethely dhick
something cbed consciousnessit contains fosks from milions d years ago; yeif we

so much as press a thumb intataday, t retains theimprint. Though 1 is na quite

physical, under extreme phydicnditions t will vanish — as claunder presser ceaes

to be clay, and becomes stone and water.

From the ime o the anciert Greeks, through the Eghtenmehand Kan ard upto the
preseh day, we have been asgimlestions abauour menthexistence Some @ these
guestions now seenaive: How large is a thought Where doestigo when we're nb
thinking it? Can new ideas b aeated in themind, or, as Socrates argued, mtney all
be presenat birth? Other questions areilstwith us How do we interprethe sensor
world? Wha is the nature foknowledge, and where dogsome fron? In wha sense,fi
any, are we rational How does our intiegence dfer from tha of anmals, and are the
differences merglones ¢ degre@

Only in the nineteenth centydid anyone began to styithe mind scientificly — a task
tha mary had though impossible The phlosopher Johan Herbat pointed ot that
while ideasmight not have measurable spdtémension, thg did have duration, qliy,
and intensity, which could be measuretihis siggestion triggered a spaté research.
Soon after, Hernmn von Hdmholtz successily detemined the speedf merveimpulses
in anmals and humans, and F. C. Donders found waysine tow-levé mentd
operations themselves, such as dassification & a sensor stmulus Gustav Fechner
showed tha across k the human senses, the perceived intgnsita stmulus was
logarithmicdly related to its physitaintensity" In the ealy twentieth century,
psychologistdike Jean Piagesven began studying # @ntert of ideas; thg especidy
wanted to know whether people madistakes in a systematic way.

Such measurements have become the tdod®gnitive psychologin this century The
standard approach is to syudeople’s performance on an artifictask, under varying
conditions This dlows us to theoze dou how the task is beig accomplished. A

1 This account is summarized from Gardner (see Further Reading), pp. 99-101.



classt example is SauSternberg’s paradig for studying memory The epeimenter
reads dist of numbers -5, 7, 2, 9, 12 — then asks you whether some “probe,” such as 9,
was in thelist You answer yes or no as quigkhs you can Now, thee ae maly
interestig questions to ask, and mawnf the answers are surprisingWha happens to
your speed and accusaas thelist of numbers gets longerWhen the probe is in thest,
does i mater whether ti appears earlor lat€? When it's nd in the list, does the
particular choice bprobe mak awy differenc€ Wha if thelist is amixture d one-digt
and three-diginumber8 Wha if it is organized in some obvious wé, 4, 6, 8, 10, 12,
14)? Wha if some numbers are repeated within tis#? Wha if the expeimenter
doesnt use numberstaal, bu common mouns, or sentences, or the namésyaur
friends, or piecesfaadvice, evenlhof these jumbled together Wha happensfithe list
is read vey quickly? If you hear ti twice? If you're quizzed abduit the nex day?
Suppose you happen to be brain-damaged in éree lmundred ways — wh&inds d
differencemight that make?

The Big Questions

If the work of God could be comprehendegdréason, it would be no longer wonderful.
—Pope Greggrl, 6th century

A year spent working on artificial intelligence is enough to make one believe in God.
—Anon.

Such investigatios diedlight on the organizationfanemog and the redaprocess. Nb
everyone finds those subjects dgepiteresting in themselves After al, ore ould
perfom smilar expeiments on the “search” féicy of a word processor. Buthese
studies & human memory — or, to put more intriguingly, the representation and
retrievd of knowledge — fiinto a mud broader stug of what the brain does and how i
does it. Those are big questions. The taskspgnaple perfam on a ddy basis are rdiy
astounding.

Take visu perception If | hold up an object, you can lteme whd it is: “A plastic
comb’ This allity seems perfectl ordinary — until you try to progran it into a
computer Then the dficulty of the task becomes apparent. Dependimdaw | hold
the @wmb and you hold your head, thght-sensitie cdls & the back 6your eye will be
stimulated in one Dinfinitely mary differert ways When | move tB wmb dightly,
evely photocd is dfected Yet somehow you recognize “plasttombness” in th these
configurations dlight | can show you tw objects thaare superficiby unlike, and you
will recognize them both as combs The problen is even more perplexing when | show
you a glass jar and you can idenitf. After dl, you have neveredly seenglass aall —
glass mergidistorts the scene behirtdn characteristic ways!

If | now take you into a roomfwf people — tia cocktd party, say — your dities are so
phenomenaas to @&mog defy mortd explanation There ae athousand identifiable
objects in the room: people, peopldismbs, articles b clothing, glasses, alcoho
beverages inside the glasses, amdrs Few & these objects are wihgpvisible. Yé you
can identiy al of them, and t& me the physidarelations thg probaby have to each



other: “Tha hand holding the whiskeglas® It's attached to tB am inside the red
sweater, which masoe Philis’'s arm, although it's &ttle hard to té with tha fat guy
standing in frohof her” Even more remarkabld, @l the professors are on one side o
the roon and @ the students on the other, you are quite sure to notitéatta Note tha
such an observation requires you to correlageafe d dozens bindividuals with their
spatia location, for no apparémeason (Guessig people’s ages is itdeso dificult that

a foreigner often canmalo it — l¢ alone a computer!)

For a diferet example, consider the phenomendnlanguage understandingAs |
speak to you, lal am doing is making vibrations in éhar. Your ears a& ejuipped to

pick these vibrations upt @ary momern in time, your ears registerehamourt of energy

on each audio frequepnérom 100 to 20,000 Hz. You analyze this sound spectrograph on
severdlevels:

1. Phonetics. At the lowes level, you classy bits o sound as various vowels and
consonants (Even f someone synthesizesontinuun of p sounds ranging between “b”
and “p,” you wil always perceive these sounds to be ammsonahor the other, never

somethingn between.)

2. Lexicalization.At the levé above phonetics, you ntusegmenh the sound sequence
into meaningfuwords Most pauses in speechllifavithin words, nd between words, so
this is no trivid task Yet you do it without even relizing it. The difficulty is only
appareh for languages one speaks badlfror example, when listen to a French
conversation, | & often unable to pick gnFrench words auof the rushing strea of
sound.

3. Syntax. Once you hae dl the words 6 a sentence, you campos a syntactic
structure on it, relating the words tone another The sé of possible structures is
constrained pcomplexlinguistic principles. fll tell you,

Koos is scared thdhe judge Wi convid himself,

the word “hmself’” necessdly refers to the judge, moto Koos, no mder how
implausible this makes yrsentence You might question whethel redly have ny facts
straight, or whether Koos does;tlibe meaning tthe sentence stands.

4. Semantics. The syntactic structurefdhe sentence gives you a yi interpre its
oveit meaning Once you have identified the relationshigstiee words, once you have
distinguished the subjedrom the predicate, you canlitavho s <ared and wy he is
scared Once ya know thd the auxiliary word “will” modifies the tense fd‘convict,”
you can conclude thahe feared conviction is yéo come.

5. Pragmatics. The ovet meaning 6 a sentence is na@lways its complete or even its
true meaning. Language is used tonownicate; its meaning is depentiem the conteix
of the situation. The flowing examples should make this clear:

Tourist: Stédenbosch train, please?



Spoorné Worker: Track 15. And you'd beer hurry.

Speaker 1: | hear th&hylis is caning to this cockté party.

Speaker 2: Pliys is an ugly, spitefubag d bones who would é¢aher own
grandmother withousalt.

Speaker 1: WE Nice weather we're having, ignt?

Clearly, the lastwo statements have nothing to do with eitherllPy grandmother or
the weather Phyllis mg not hawe agrandmother, and imay very well be snowing
outside.

Each ¢ these processing leveldfers an agendafahdlenging theoretidaquestions.
How chdlenging W&, thousands folinguists have been trying for twenty-five years to
pin down the principlesfdEndish syntax, with oglmoderate successt i$ worth noting
tha if Endish was your firslanguage, yow graspel 90% of those principlesythe ime
you were three years oldply by hearing an arbitrgrse of spoken Enlijsh sentences;
and o one knows how you dithat, either.

What's worse, these processing levels for languag nd separate stages They
influence eab other inimately. Synta helps detamine meaning; duat the sameitne,
considerations fomeaning mg “reach dowfi a levd or two and swathe interpretation
of syntax. Who are “they” in the fowing sentences?

* The daty cound refused to granthe women a permit because thefeared
violence.

* The aty cound refused to granthe women a perit because theadvocated
violence.

The higher levels nyaeven “reach down” to influence the leXiead phonetc analyses.
For example, w can usudly understad dstorted tape recordings, or people with unlisua
accents In conversation, m one has aytrouble understanding thelliowing mumbled
sentences, where p represents a souricttiidd be b or p:

Johndumped some trash in the pin.
Johnmounted a biterfly on the pin.
Johncag a pd over the fence.
Johncag a pd over the party

We do so wk at integrating these multiple influences thae ae unaware, on a
conscious level, thalanguage is riddled with ambiguitiesA famous example is the
apparengl innocuous proverb, ‘ime fieslike an arrow! Who bu a syntactician would
suspet tha this ®ntence is five ways ambigudusBut it is. As me linguig once
quipped: “Time fieslike an arrow, bu fruit flieslike abanand. And then there was the
grad studenwhose alvisor admonished, ‘iine fieslike an arrow, f you must; butime
expementslike a scientist!”



Perhaps these two aredsresearch, vision and language understanding, give you a sense
of how complex and remarkable mdnpaocesses réig are, and wi one might try to
study them scientificdly.

Tackling the Big Questions: The Cognitive Science Enterprise

If physiology were simpler and mor@bvious than it is, o one would have felt the need
for psychology. —Richard Rorty

Great fleas have little fleas upon their baakbite ‘em,
And little fleas have lesser fleas, andasbinfinitum —Augustus Morgan

The stug of such mentiaprocesses is known, these days, as cognitive science. (irhe ter
actudly dates back to 1960 or 3o.If cognitive scientists have one gdaglestion to
answer, tigoeslike this:

The Grand Question: Whaxacty is themind doing, and how doe$ manage to
do it with a one-KHo hunk d neuron®

Most researchers would agree tittlais grand question is the rigbne to ask. In practice,
however, ti falls apat into two questions.

The Top-Down Question: Whaexacty is the mind doing, and how could
anythingdo it?

The Bdtom-Up Question: How is the brain organized?

As the namedmply, these questions are pursued iffiedert ways One starts with the
high-levé phenomena fointelligert behaviour — vision, language, memory, .et@he
other starts with the low-leVstructure and operatiorf neuratissue.

It may help to inveh an analogy Suppose we don our lab coats and approadh tha
mysterious ath powerfu artifact, the Bremner Blding fees computer We havelittle
idea how computers work. Baince t is nighttime and 1 one else is around, we are free
to expeimert with this one, or even dismantle it. We would kgdike to understand it.

We might take a top-down approach, studying the printouts. Wittle work, we could
formulate some gendrdaws abot the computer’'s behaviour It seems to perfon
operationslike aldition, subtraction, alphabetization The las of these is alittle
mysterious, becaesdthough we can recogrze dphabetization when we see it, we'retno
sure how to accontigh it So we scratch our heads anyg to imagire asatisfactoy
method Or we take otiour stopwatches dnperform some keyboard experents, to
figure ou what the computer’s method is. Maylenie are vey clever, we can formulate
some plausible theories what happens when éhcomputer alphabetizesThen we can
try to fill in the detds o thosetheories, andason, unil we hae eplained everything to
our satisfaction.



A bottom-up investigation would be wedifferent. We would wrenchffothe back bthe
machine, trace thenicrocircuitty etched on té dip, measure the fluxtavery point in
the memoy grid, tes the dhangirg polarity of magnetic oxide particles on the surfade o
the had dsk, stug the sensor connections thathe cmputer makes with the outside
world via its keyboard ahprinter cables . . . After decadetsecré nighttime labor, we
might be &le to make some high-levpredictions abouthis physicasystem Not that
we’d know which kinds & electrica activity areimportant But if someoe askel us: “If
fees & R4000 and R8 come in over the keyboard wires,twgbas ot over the printer
wires?,” we'd be able to do some calculations and answer, “R4008.”

Now, let’'s leave the Bremner Bding and vidi the laboratoy of some modern-da
Frankensteins (MIT’s departmen of Brain and Cognitive Scienceilivdo.) Here, tis
the psychologists andinguists who wdt primarily from the tq down. Their theories
tend to bementalisticand representational their abstractions are Ibefs, goals, rules,
categories, and thigke. Cognitive sciene ca hardly afford to disniss thes everyda
concepts, for thehave explanatgrpower.

The MIT neurobiologists, yocontrast, work fran the bdtom up. They cannd actudy
ignore the work b their cdleagues (Imagine studying the visuiasysten without
knowing tha it distinguishes objects in space, orttitas prone ¢ opticd illusions) But
their pimary concern is the behaviourf andividud neurons and sriasystems b
neurons. For example, the brain contains yremd visud “detectors” th& respond
specificdly to edges, bars, color spots, directiomavement, and thieke. Each detector
is a gmple systen of neurons; their operation is quite iwenderstood pnow.

In the long run, everyone hopes, the top-down artbbeup approachesiivmesd in the
middle? After al, wha we war is to explain % of menta functioning in terms bneura
activity.

The Computational Perspective

Becaugs mgnitive science is indeed a science, we twaur explanations to be good
scientifc explanations Not only mug they accounm for the facts; thg mud be plausible,
elegant, and shaspldefined The go& is to answer the grdnquestions with
mathematickrigor.

Perhapstiwould be moe gpropriate to sacomputationkrigor. For virtudly everyone
agrees thaif you genuiney understand a mentarocess, you shouldebale to write

’Some present-garesearchers are actiyelrying to kring the two approaches together. ¥leart to
bridge the gap yomodelling high-level behaviour in a neurobiologigafilausible way. Such "neural
network" models are built out of masimple, neuron-lik mmputational elements. Alread is possible
to huild neural networks thidean how to associate patterns, regularize incomplete or distqgeterns,
predid¢ incomirg data, produce familiar sequences of behaviour, or generalizerédsgionses for me
inputs Not all of these networks are psychologigglausible — for example, some of them learn d¢ar t
slowly. The approach is promising, however.



your theoy down as an edigit computer program This guarantees thgou redly have
though everything through, sose ®mputers dor’ understand hand-waving More
important, 1 allows the resof us to testhe theory, everf it is vely complex We can

check: Does the prograredly perform the behaviour in questi@n Does 1 have the
sane dilities, exhibi the same idiosyncrasies, make the same kifidsistake® In

short, doestiad like themind does?

There ae historicd reasons for having choseretlomputer as a modef mind. Other
metaphors are possible: Freudagined hydralics, Locle a blank slate, Socrates a
storehouse, and Platocave-dwdler gazing ashadows. In our era, computers happened
to arrive & pat of a new Platonism, one thaeparated certain abstractions — such as
program, process, information, and organization, or thoagh knowledge — fron ary
particular physiclacontext This perspective seengraightforward today It could even
have been conceived in a pre-electtacitury: e.g., a musitaheme retains its idenyit
whether i is bowed, tooted, plucked, or wen down But at the ime it was
revolutionary Electricd engineering and neurobiolpgwere developing in paltal.
Mathematicians o the 1930’'s ad 1940s, bulding on each others’ work, proved
equivalences between electticarcuits in machines, nedraircuits in the brain, and
formulas & Boolean logic Alan Turing invented the ideafahe prograxmable
computer, thoulg o such machine had beéuilt yet Claude Shannon forrhaed the
notion d information, tha abstrat stuf we measureni bits and bytes And all these
researchers, and more, wegotbou the @nnections between programs and behaviour,
between circuits and brainsAs a result, artificinintdligence was conceived before
anyone had even wten a decdansorting algorithm. tlwas one othe fird ideas &
computer science.

Metaphors in science should be treated with suspicidnsdomae prove usefulAlthough
the mind-as-computer metaphor yndave grown fran a particular conjunction fo
circumstances in the histoof science,tiseems a shrewd choice in retrospetthak two
tremendous advantages. Fiof all, it correcty treats mentafunctioning as grocess
We can eady dismiss the oldmind-bod/ problem, ormind-brain problem, Y explaining
tha the brain is a sorof compute (physical) and themind its active progrma (non-
physical) This darce cetainly seems preferable to Descartes’ Ithm, where nider
andmind are two distirickinds d substancé

Second, whether or héhe mind does “information processing” or “datnalysis” in ay
meaningfll sense, computerseextremel generaddevices Turing suspected thahey
are, in fact, the mogenerédevicesimaginable. He suggested tlzy precisey defined
process,fiit can be caried ou at al, can be caried ou by a varlla mputer é the sot
he described (This view is nav widely held) Thus, evenfithe mind does no ad much
like atypicd computer, an appropriayelarge wmputer can always be progmaed to
ad like amind.

3Communication between the worlds of mind and matter was a vexing problem. Descartes once speculated
tha the physical bog and non-physidamind migh influence exch other through the base of the pineal
gland!



Simulation

This notion tha a cmputer can “dclike something else” is rita at the heatr of the
artificial intdligerce enterprise It deserve me discussian When | wasa dild, | had

a friend who was a terrifimimic. We would begim to imitate our teachers and friends:
“Do Kevin!” “Do Mr. Smith!” “Do Miss Piggy" And he woull do it, often lrilli antly.
He evidently had a kind btheowy of each person — n@nly did he understand the inner
workings d Miss Piggy’'s accent, lithe ould assume the persditya of Miss Piggy and
say wha she would belikely to say In people, ve cd sud behaviour acting In
machines, we dlat smulation.

Modern weather forecasters run programs simulate tie amosphere The smulation
program receives da dou mary high- and low-pressermnes in the forecasrea Its

job is to calculate how thesones will move over the terrain, change shape, and interac
with each other The progran might conclude thain three days, id wam front 543

is likely to mee cold frort 192 over Cape Town, causing a thunderstormd if the
progran acts sificiently like the @amosphere, and cold fror192 redly moves the wa
the progran thinks t will, the prediction idikely to be right. Whamakes this possible is
tha data structures in the computer are induced thlacred objects in the world.

The principle 6 smulation is this:

Supposewe redly understand wh a systen behaves as idoes Thenwe can
build a par#el systen on a wmputer, which functionsybthe same laws and
hence hasliathe same properties as the original.

Think abou wha this powerfli idea means An al-knowing econmist could write a
computer progna tha acts jus like the South African economyPerhaps the progma
would needmilions d data structures representing self-interested agenfs the
econanist lowers the program’'s interesrate, some f the little data structures
representig people go and “borrow money”’ fno data structures representing banks.
And now tha there is more moneto be spent, theiraulated shop owners raise their
prices Result: Inflatioh So lowering the interésate results in inflation This fad is a
propery of the South African economy, and for exgdthe same reasong, is also a
propery of the program.

Similarly, an #i-knowing meteorologtscould write a progran tha acts jus like the
atmosphere Any process — & 0n as ti is completef understood — ¢a be eactly
dudicated ly a program.

No one would clan, of course, thia red thunderstom ever takes placénside the
computer Even f the progran were so deibed as to track individuamolecules &
oxygen and water vapor, with a petfddtle modé atmosphere fashioned owf
variables, the insidefdhe cmputer would nbbe aty wetter than before Water is ly
definition physical; snulated water is not.



But imagire a ¢ever progran tha composes musi€ghemes. Bad musicthemes,fitha
is easier tamagine Are these “snulated themes” madef dlifferent stuf from equdly
bad “red themes composed » a humaf? Presumalyl not Music is information, nb
mater. The wate represented ins&la omputer wort get you wet; bt the music
represented inside a computen ta played.

Findly, imagire an incrediby complex progren tha smulates thinking Such a prognma
would keep track © bdiefs and habits and fieegs, or perhaps neurons and
neurotransiitters  And it would appear to behave ifitgently Is the program’s
smulated intéigence somethg dfferert from real, old-fashioned, human ititgencé®
Or are thg mere} two instances fothe same thing?

The Turing Test

Dad, wty do we call this spaghetti?
Well, it looks like spaghetti, doesn't it?

Yes.

And it's long and thin like spaghetti, isn't it?
Yes.

And it falls df your fork like spaghetti, doesn’t it?
Yes, but —

(triumphantly)So why not call it spaghetti?

With this question, we begin moving beyond the bourfdsc@nce, or taleag currert
science, and on into the domaihghlosophy  From here on, we Wl be @mncerned
with thinking computers and the natureirdelligence.

First a disclamer. It is likely tha our concep*intelligence” does richave mathematita
rigor and clarity Ther ae undoubtedl entities th& we would hesitate to 8aeither
intelligert or non-intdigent Even so,"Wha is intdligence?” is nba fuzz question; ti
is a vey precise question about a posgiilzzy concept: It asks us to clagfthe ideas
we dtach to the word intiegence. In other wordd, we had to decide whether an entit
was genuinglintelligent, whawould we consider?

In 1950, Alan Turing wrag a d¢ear and cogdrarticle tha quickly became famousThe
article, pulished fourteen years after Turing’s mathematioemulation d computing
machinery, was di&d “Computing Machingrand Intdigence’ It posed the question:
“Can machines think?”

“An analoy may help here. Pearl and | are playing at flipping coins. Someone asksdtHgou define
the winner of a toss?" That is a precise analytic question withyatvaightforward answer — if gh®in
comes up heads, | win, and if it comes up tails, Pearl wins. Of course determining the winstit bea
difficult in certain casesThe surface of th ®in may be @rroded and nearlunreadable For certain
foreign coins without heads or tails, no winner will even be defined. The point isyere!'Was Pearl
the winner?" always has the same answer, or non-answer, as "Did the coin come up tails?"



Turing proposed the fbowing practicd test, modeled after a pgrgame Let an
skeptich observer converseylieletype wih both a human and a computef.tHe skeptic
cannd manage to ik the two apart,tiis reasonable to speak the computer as
intelligent.

It is importart to understand the kindf droad interrogation Turing had mind. He
provides the fthowing sample:

Q: Please write me a sotir@n the subjecof the Forth Bridge.

A [either a human oa wmputer]: Couhme ou on this one. | never could write
poetry.

Q: Add 34957 to 70764.

A: (Pause abdwB0 seconds and then give an answer) 105621.

Q: Do you plg chess?

A: Yes.

Q: I have iy K a my K1, and m other pieces You have onf K at K6 and R &
R1. Itis your move. Whiado you play?

A: (After a pause D15 seconds) R-R8 mate.

And to tes the intdligence ®a sonnet-writing machine:

Q: In the firs line d your sonne which reads “SHa | compare thee to a
summer’s day,” would nb*“a spring day” do as Weor bdter?

A: It wouldn't scan.

Q: How aboti“a winter’s day? Tha would scan kright.

A: Yes, bu nobod/ wants to be compared to a winter’s day.

Q: Would you sa Mr. Pickwick reminded you & Christmas?

A: In a way.

Q: Ye Christmas is a winter’s day, and | dotribink Mr. Pickwick wouldmind
the comparison.

A: 1 don't think you're serious By a winter’s dg one means a typitavinter’s
day, rather than a spelc@nelike Christmas.

As Turing notes, this tésuccessiily excludes manfactors thahave nothing to do with
intelligence The @wmputer is nb pendized for its inality to play soccer, or for being
made & slicon rather than carbon compounds.t Bumug hawe a ommand d language;
and t mud be able to converse, onyatiopic, as wi as a human could.

You are free, bcourse, to dispute the exdmundaries bthe test. Perhaps you think tha
other behaviours anienportant — e.g., thahe aility to judge human fadi@xpressions is

a vitd patt of intelligence This aliity could easy be incorporated into the tesfThe
only change necessawould be to le the mmputer and the human see their interrogator

*These quotes come from Turing's article, reprinted in Hofstadter and Dennett (see Further Reading).



through a one-wawindow. A computer systa would now requie avideocamea and
improved software to succeed;tlibe test’s basic principle is the same.

In whatever form, the Turing teprovides an operatiohapproach to the questiorf o
inteligence That is, it leaves open the questioh wha intelligence relly is, or how i
might be smulated It simply gives us a sensible wao identify it. If someone
programs a machine to produce lingeert behaviour, and the behaviour is adiya
indistinguishablefrom a human’s, w can take tha performarce & a sure mark fo
intelligence.

Common Objections to the Turing Test

Turing’s article relly addresses three questions. First, undert wbaditionsmight we
speak ©& a omputer as inlegen®? (Answer: Whenti has passed thenitation test.)
Second, could a machine pass thig terinciple? (Yes) Third, will a machie ever
pass this te8t (Yes, in abot50 years.)

Most people have m objection to the wy Turing answers the fitquestion They are

willing to acceptha if a machie muld argue with th@ abou sonnets, tease time
playfuly, ad insulted, conmit errors d judgment, come up with origihadeas, learn,
take aiticism, etc., i would be hard to treéathe machie & anything other than
intelligent.

Most people snply clam tha Turing is wrong on the secdngquestion, and thaa
machire ould never, ever do this or thatf a machie could do such-and-such, then
maybe 1 could & @nsidered intégent, ba the possillity is too silly to even discuss.
Atfter dl, how could a machine makeistake® Make joke® Fed depresse?l No way.

There is one basianswer to such objectiondf no machine an dosuch-and-such, o
does the brai doit? Tha question shodl gve avy skeptic pause for thought; arfdhe
skeptc caana answer it, he or she shdutkop the objection After dl, your brain is a
machine It is such an amazinglcomplex and success$fmachine thaits existence is
very improbable, btit exists nonetheless. Your emotibresponses are governeglthe
limbic system, fathe base bthe brain; fi you do na bdieve this, a surgeon can neal
convincirg demonstratio by removing part of yours Any of the intdlectud capacities
of which you are so proud could be dibee with a wé-placed blow to the head. Your
origindity seens drange ly comparison with mdsfamiliar machines, Wuit is na
unheard af As eary as the 1950’s, Arthur Samua IBM wrote asmple progran that
bed him regulary at checkers He knew everything thahe progran did, in a sense, Ibu
the progran was compcated enough thaSamué could nd possiby predid how it
would respond to new situationgn our society, mdsmachines are neeven as origifa
as tha program. Btithere is no reasan principle tha other machines cannbe jug as
origind as brains. Espedigif they are bult very muchlike brains.

You can take refuge in the idea thmeope ae somehow specialThey have souls, or
sparks o life, or something irfeable tha machines aa by definition rever get These
are omforting notions, ath perhaps thg are true. Buthey are na redly scientific. Nor



do they bear on the questiort hand. The question is “Could a machine in principle pass
the Turing test?,” ng‘Could a machine in principle go to heaven?”

Turing made this observation:

“l grant you tha you can make machines ddi #he things you have
mentioned buyou will never le éle to make one do X.” ... No suppor
is usudly offered for these statements believe thg are mosi founded
on the principle o scientific induction. A man has ®en thousandsfo
machinesn hs lifetime. From wha he sees fothem he draws a number
of genera&conclusions They are ugly, each is designed for aywémited
purpose, when required formainutely different purpose the are useless,
the variey of behaviour & ary one d them is vey smdl, etc., etc.
Naturdly he @mncludes ththee ae necessarproperties ® machines in
general Mary of theselimitations ae asociated with the vegrsmadl
storage capagitof mod machines. . . .

If we do acceptha a machie uld in principle pass Turing’s test, the thiquestion —
“Will a machie ever pass the test?” — becomes aterad engineering If cognitive
scientists can manage to describe the laiMh@mind or brain in sfiiciert detal, they
should le &le to smulate menthprocesses oa mmputer, as meteorologissmulate
the weather.

Of course, tiremains an open question whether wig @ver understand thaind or brain
well enough Certainy Turing’'s 50-year eshate has provedob gptimistic. And
although progress has been encouraging, there is notavde sure thawe will
eventudy understand as much as wékk.

John Searle and the Chinese Room

A human bog that functions as if it were a machine and a machine that duplicates human
functions are equalifascinating and frightening. Perhapsytlaee so uncannbecause

they remind us that the human hodan operate without a human spirit, thatybcan

exist without soul. —Bruno Bettelhelm

Many researchers did adbguring’'s view d the situation. The uthate go& of the
whole atificial intdligerce enterprise, or Al, is to gea @wmputer to pass the Turing test.
It is generlly agreed thiathis $ould be possible somedayrhe successfucomputer’s
progran might or might not be modeled on the humdrain, bu it would have to agust
the same, emotions antll. a

According to a “strong Al” pthosophy, such a machine should tonsidered jusas
intelligert as you o |, in evey sense bthe word. A Turing-tes machine is nbmerey a

® Bruno Bettelheim, "Joey: A 'Mechanical Boy," p. 294. In Na@omley et al.,Fields of Writing(New
York: St. Martin's Press, 1984). Originaflublished in 1959.



device to tesa psychologicatheory Nor is t merey a useflilabor-saving contraption,
the sot to pu poets and chessmasterg otiwork. It is a genuine sentiegreature. On
the evidence ¢ its conversatiodaskills, we mg conclude thait understands; that
feels; thait has thoughts, opinions, and aspirations.

In 1980, the pihosopher Jon Searle pulsshed a scathing critiquef ¢his phlosophy.
Searleimagined thahe had been locked in a mowith a batch dwritten squiggles and
some obscure instructions for manipulating the squiggles,hwigicfolowed faithfuly.
Evely so often, some further squiggles arrived on sheéfsaper under the door. Searle
deat with the® eactly as the instructions toldirh to. He woull do some intermediate
manipulations, esh up by writing some new squiggles in response, alyl those back
under the door.

Life was loney in thelittle room. Fortunately, thexpetimenters outside the raowould
someimes pass Searlétle notes under the door, making conversation. Searle would
answer these in Ehgh.

The cdch, d course, is thathe squiggles turned bwo be @mnversation in ChineseAs

far as anyone outside the ro@ould tdl, Searle was answering the Chinese messages in
perfe¢ Chinese, and the Elgh messages in perfeEndish From the outside, he
appeared to understand Chmemd Endish equly well. But the funiy thing is tha
Searle does noredly understand a wordfdChinese He was ont pushing squiggles
around.

In his article, Sead concluded thia person oa wmputer could manipulate meaningless
symbols il the mws come home, dnpass the Turing tésn 15 languages, withdu
understanding anythingt @l. Formd rules alone, he said, do thconfer the power to
understand Jug following content-free instructions, whether ythaded with dips d
paper or variables im @mputer, vill never gie aawyone or anything the power to
understand Chinese.

Of course, Seal mntinued, this facdoes nd meax no machinecan understand The
brain is a machine, and understands So there musbe something spediabou the
physica makeup @& the brain Not something spediabou its organization, which could
be duficated stupidl by a computer or an elaborate network water pipes, buits
biochemistry Brains ae evidenty made @ the right soit of stuf to have mentastates.
Cars and rooms and computersl ggumbing are not, because vhded in squiggles &
best.

What are we to makefadhes daims? Are there relly two fundamentiy differert kinds
of stuf in the universe — brain tissue, whichnchave genuine understanding, and
everything else, which can grfake it? Or is something wrong with the argument?

It is importan to see juswha Searle $ sying. He is nbopposing Turing; @ deerfdly
agrees thiacognitive sciencemight someds prodiwce amachine thais indistinguishable
from a person His argumehis only agains$ the proponentsfostrong Al “Sure, you



may be @le to pu on a perfet magic show,” he says “You'd fool me dong with
everyone else. Bunonetheless will al be anillusion.”

It is equdly importart to understand whhe bdieves this He is nd arguing fran
principles @ faith, e.g., some hypotheticspark @ life tha computers Wl never have.
His objection is purgl logical It goes as fitows: You could theoretilg take
someone’s brain and reprodudein another form, & dips d paper plus instructions.
When | si in a roan and rearrange thdijgs d paper according to the instructions, | garr
out the same processes as the brakided by the papers, | can answelt guestions
exacty as the brain would haveYet there 8 ®mething odd The brain understood
certain things, such as Chinese. | understand nbti®se things. Evidently, in copying
the structure bthe brain onto paper, we have tlasomething abduthe brain — its
consciousness! Ergo, consciousness ieis physidgpropery of the brain.

The agumen has ®vera seriousmistakes, buthe mos importart mistake is theSearle
casts Imsef as a prileged observer His argument hinges on the faiha he never
starts understanding Chinese. t Bemember, the roun also contains one hundredibn
neurons worth binformation, enough to encodeethdilities, the memories, and the
entire persordy of some snulated Chinese speakerThose squiggk dipping ou
under the door answer questions d@bwabat it waslike for her to grow up in Nanking
during the war Perhaps the ron as awhole is understanding ChineseSearle is no
more significah than alittle derk labouring in a vdscorporation. There nyaor may not
be some understanding going ont ibuhereis, why should Searle be awaréit?

Douglas Hofstadter complains th&earle has hoodwinkeus — tha the experimernt has
been seup in a deceptive way. We have trouble identifying with a putative “ititgert
room,” who® answers come in Chines the rate d one per centutylt is much easier
to identify with Searle, who happens to be our owaesind speed, and who is alrgad
known to be intligent Nonetheless, there dbaare two points bview in tha room,
not one Searé mmplains thahe sil doesnt understand ChineseHe @ntends thaif
anyone there rdg understands Chinese,dugh to be im. Who el® ould it possiby
be? After dl, he happens to be ilitgent, and a one dse is around . . . Buf we ae
coaxed into accepting this tagssumption, we havdready denied thathe roan might
have its own perspective.

In a miniaturized, speeded-up versiohtbe scenario — where there is no human inside
the roon to identify with, bu only mechanich devices — we have ratherffdren
intuitions. Hofstadter quotes Zenon Pylyshyn’s pgiaidSearle:

If more and more & the cdls in your brain were to be replaceg b
integrated circtichips, progrenmed in such a waas to keep the input-
outpu functionof each urtiidenticd to tha of the unt being replaced, you
would in d likelihood jus keep righ on speaking exagtlas you are

"Reflections” on Searle's article, in Hofstadter and Dennett (see Further Reading).



doing now excejpthat you would eventuby stop meaninganything ly it.
Wha we outside observersight take to be words would become for you
just certan noises thacircuits caused you to make.

This tme, the flaws in th agumen are eay to see. Maspeople identi with you, the
person whose brain is bgipatchal up by medica technology When exactl does your
consciousness leave yolAnd if one d the integrated circuits namawicro-Searle wrote
a tdl-al article reveling thd it, thelittle arcuit, didn't mean anythingtaell by the noises
you were making, whshould anyone care?

The Consciousness Problem

| think tha while Searle’s conclusions are indeed wrong, his concerns dréoweled.
It is genuingl not clear how consciousnessdamnderstanding could emerge rfincthe

manipulation & formd symbols Jug as there is an unbridgeable gap betweéndil

“should,” so th& no fad abou the physichuniverse il everimply any mord theory,

there gpears to & ar unbridgeable gap between”“iand “I,” between objective
behaviour and subjective experience.

| can eaty agree thlayour brain categorizes and schematizensoy input, integrates
large quantities foinformation into coherdnwholes, coordinates novand intricatef

modulated sequenced musce mntractions, and modifies its activiin response to
experience | may also agree thayour brain contains a detad representationf gou

yoursef in relation to the world, and that accuratef represents aspects s own

though processes. Buwhy ary of this $ould make youeel consciousindeedfeel

anything aall, | dont know. Nor do | knav wha additiond information abotithe brain
could possily shedlight on the question. This is a genuine puzzle.

Searé daims thda only certain substancedke brain tisse can enjo/ subjective
experience. Though suehdaim is conceivalyl correct, | do nbunderstand the basis for
it. It appears tod ar empiricd statement — yethere is no wito ted it empiricdly. For
subjective states are fundamdiytgprivate Searle ot knows for sure thahe is
conscious; & car't tell whethe | am conscious, or whether yncomputer systa is
conscious So he would mak aplausibé ggnostic on te cnsciousness question . . tbu
to be abdiever with respecto dl brains, and an atheisvith respet to dl computers,
seemdike wild speculation.

Does the Turing Test Define Intelligence?

Let us now ly aside the subjéof subjective experience, since we muadnit we dont
know quite whait is, or how to recognize in another We return to discussing the
nature @ inteligence Does the Turing tésadequatgl capture the notion foan
intelligert creatur@ If someone broudlus a robb tha made god dnner conversation,
we would obvioust be unable to tewhether i was conscious, jigs you are unable to
tell whethe | am conscious But would it a leas be reasonable to kasuch a robb
intelligent, in the same sensetthehuman is intégent?



| used to bkeve fimly tha the Turing teswas a usefudefinition of intelligence The

teg derives fron the idea thiif two systems behave indistinguishably, then either both
are intdigert or neither is intigent But | now suspetctha this operationaposition is
incorrect — thaithe aiterion d intelligent behaviour conversatioriaor otherwise, does
not fully capture our usuaotion d intelligence.

It should alreag be dear tha a systen can be intdligert without passing the standard
Turing test An autistc child is presumallintelligent, ba cannd or will not converse.
An Endish-speaking Martian or Vulcanight be intdligent, and gt fail the tes because
we can always distinguls her responses fim a human’s responses. So théigbto pass
the Turing tesis cleary not necessaryor intdligence What | wart to argue is thait's
not suficient either In other words, certain systemsght pass the Turing tésvithout
being intdligert at al. I'll use a seriesf@nalogies to explain why.

Suppose we move frothe domain bintelligence to the domairf physics Consider a
video of a bouncing bl The image gpears to behave juas a rekbdl would. On

evel bounce, ti bounces jusas high as a réédl would bounce, and takes juss long.
The laws & physics areimpeccalb} observed ¥ tha image Shdl we sy tha the

television is aimulation d the physichsysten?

Most of us would sg no. After dl, the laws 6 physics are norepresented anywhere in
the television. There is nothing inside the television representing ftieerbass, its bulk
modulus, the forcefagravity, the lochair resistance, etc. We gihe right answers ol
because the origihddl — the one thawas flmed — happenedot obey the laws &
physics The origind bdl’s movements are faithify reproduced, kuthe principles by
which it moved are nowhere captured.

(A clarification: When | say, “The lawsf physics are rorepresented or captured in the
system,” | dort mean thathey are somehow suspended only mean thaneither the
television nor the videotape in questidas ay commitmert to smulating physics The
laws d physics govern the operatiom the gparatus, bcourse, btithey only ad upon
the gparatus; they're ricexdicitly built into the TV séor the videotape, grmore than
they're buit into a bow of medie-pap or ay other physichobject Moreover, the laws
that make tle gparatus work certamlarent the ones deciding how high theage
bounces If we showed the video backwards, thdl Bauld appear to bounce higher
every time, thus violating the lawsf @hermodynanics This would na in the leasimply
that the VCR was violating the lawdg thermodynanics.)

You might argue thathis is nd a good analogy, because | dainterad¢ with theimage
of the bdl. | cant ted its physich properties # asking the VCR to bounceunder low
gravity, or squeeze it, or pickup and throw it So | have no waof knowing whether
the image relly smulates a physidebdl in dl respects But in the Turing test, | dot’
just watch the computer ptinout cleve remarks; | can askt inew questions abou
anything & al. Surel this dows me to probe the depth and correctnelsshe
simulation?



Canned Responses

Well, na redly, because thers &ill the dhance thathe responsesiight ke cained In
theory, the people who Iuthe Al progran might hawe aticipated & 500 4lli on zllion
dialogues | cou possiblyy have with the syste in the nek 70 years So evenfithe
systenm exhibits intdligert behaviour under a wide vanebf circumstances, we have no
way of being sure thait is ary more principled abaduit than the VCR, whosenage
exhibits physicbbehaviour under a single circumstance.

To clarify the problem, e me introdee a omputer progna M, which does
multiplication problems ylooking up the axswers in an enormous multgation table.
If you askti for 57,324 imes 99 blion, t checks its tall and tdls you tle answer We
might hesitate to satha this progran is redly multiplying. Yes, t behavesas if it is
multiplying, bu somehow ti seems tomiss the point Someoe dse has doa d the
multiplying for it ard pu the aaswers into the tabhleThe ony job the progren does is
rememberingor looking up The multigication itsel took place before the progmrawas
run.

There ae & leag four reasonald explanations for our fdeng tha M doesnt “really”
multiply:

(1) It goes abouit differenty from the way we do.
(2) It doesnt work hard enough.

(3) The table is nonfinite, so the process gntaptures parof the idea 6
multiplication.

(4) It relies on a large table. The underlying ruléhe table is nowhere expressed;
but it is tha rule, and nothe table or the résf the program, thtacaptures the
idea d multiplication.

Explanation 1 seems ldtle gdlly. Sure, the program’'s method idfdrert from mine.
But tha alone doesm’ disqudify it from being multigication There ae severh
reasonable ways to multiplyDoes one take the digits teb right, a right to left? Or
can genuine multication ony be performed Y repeated addition (5 x 3 =5+ 5 +?5)
These distinctios £an unmportant Although you and Imight use diferert methods,
we can sill agree thaboth d us are genuinglmultiplying numbers If my calculator
works n base 2 insteadfdyase 10,titoo might be multiplying — so long as doesnt rely
on a big table.

As fusy as explanation 1 sounds in its unvarnished form, do recognizg thaéhe usub
argumen given by anti-Turing-tes philosophers. It's noenough for te computer to ge
the riglt answers, the say; tle @owmputer has to gehem in the rightway, i.e., ly the
same methods thaumans use. The probiewith the argumetnis tha “in the right way”
and “by the same methotlsre nowhere definedHow closey mug the @mputermimic



us? Taken to extremes, ¢hagumen results in Searle’s dla: no computer can ever
truly understand, because computersmgeochips insteadfdrain tissue!

The problen with M seems to reside man the novely of its procedure, duin the
procedure itself Using a prefabricated table somehow skips over somethirigistha
essentihto our idea & multiplication So explanation 2 sounds vagustasonable: The
program isnt working hard enough to géhe answer But tha is na precise enough to
be mrrect. Mmight work vely hard indeed, andibtfail to be multiplying. Suppose, for
example, thathe enormous table is roin the @mputer'simmediate memory It is
actudly written on an inconceivaplhuge scrty of paper in tle atic of the computer
center M controls alittle robot, which musnavigae aound the bilding, painstakingi
look up the answer, and bringtiback M is doing far more work thaa @nvention&
multiplication program However, nothing in the systecomposed DM, the robot, and
the scrd of paper, is multiplying numbers.

Explanation 3 has more forcdt points ou tha M is actudly limited in a wg that our
idea d multiplication is not. We know (in principle) how to muli@ny two numbers,
no mdter how large But M has no such gendranowledge It can ony do a finite
number & multiplication problems, because its table hay anfinite number bentries.
It cant do dl of multiplication. Soticant redly multiply.

This argumenis close to correct, but is na quite exough Even for the finite geof

problems the M can answer, something isissing. | woull dery that M even does
“‘multiplication d 12-digt integers. There § ©mething wrong with saying thaa

computer thiacan lok up the answers t01024 dfferert multiplication problems is
actudly multiplying anything

So the reldifference between our mulipation and M’s pseudo-multipation is né
that we humans havan infinite rule The dfference is thawe hawe arule & al. This is
explanation 4 The progran M includes an eXcit table d all the answers, btinot the
simple procedure thiggets thos answers Evidently, when we talk aboumultiplication,
we’'re talking abotitha procedure.

Now, there is anmmediate objection to explanation 4Granted, we multigl using a
smd number é rules But M uses rules too. ilfons d rules, one for evgrpotentid
problem The dfference is merglquantitative Why does i mater? Wha is wrong
with multiplying from a big table After dl, we've dready agreed tha differert
definitions d multiplication are possible; and M’'s definition gets the trighswers,
doesnt it?

Multiplication is a relationship among numbers: 5x1=5,5x2=10, 5x3=15..
we sy M is a bal definition of 12-digt integer multification, we musmean t does a
poor job d defining tha relationship It provides a poor thegrof wha multiplication
actudly is. M misses th essence bmultiplication; t just follows a dumsy procedure
tha happens to gehe same answers.



It should e dear wly the progran M is a poor theor of 12-digt integer multification.

It strikes us as a far, far bigger thgdhan necessary Few principles in sciare ae &
widely respected as Occam's Raz®he most concise theories that account for the facts
are mos likely b be right. Good science recognizes tlwader is rarsl coincidental, and
furthermore, theiorder on a massive scale euly improbable withotisome underlying
principle to accourfor it.

Implicit Theories

So good theories are supposed to be both aecandt“parsmonious,” i.e., rougiy as
smd as possible All right. But why should a princi@ &ou scientific theories have
anything to do with the meaningd the word “multigication”?

Interestingly, moisprocess words in Ehgh refer to actdanethods We do na usudy
embrace operatioham at al. Thus, “doing housework” meamomething much more
specific than “ging the housework done,” as the absyrditthis dialogue makes clear:

Speaker 1: Todal washed the dishes, scrubbed the floors, and sewed the
curtains.

Speaker 2: Gee! You miuse tired.

Speaker 1: Noredly. | paid ny brother to do the work.

Many actions ca have the sam dfect, bu hiring someoa car't be described as “doing
housework!? Similarly, when we talk abdwevolution, we dort’ just mean “the increase
of adaptivenessybary means. The vey temm specifiesa paticular mechanismby
which adaptiveness is increased.

No single mechanm is $ecified when we talk abounmultiplication or thinking In one
case we dom’'care eactly how it's done, and in the other we judon't know. But |
suspet tha when we use those words,ewae sill committed to the idea fosome
“reasonable” mechamsat work.

Furthermore, | think & can s wha a “reasonable” mechanis is: anything the
provides a good thegrof the behaviour thais being accomished A good theory,
again, is a description ths both accurate and pam®nious.

Implicit Theories of Multiplication — Good and Bad

Thus we cana accep tha M is redly doing multigication, because M doesrdo a
good job & describing whamultiplication redly is. M’s “theory” is tha multiplication
is jud a truckload & numbers —particular numbers! — and a means follipg some 6
them out when necessary You have to know laof the numbers to understand wha
multiplication is, because withftkrert numbers,timight turn ou to be addition instead.

We have trouble svilawing this truck-sized accotias reasonable. We have much more
straightforward ways fodescribing “multiplying behavioutr. Severa such ways, in fact.
It is much more pammonious, and jusas accurate, to define the resofl multiplication



as the resulof repeated additian Or the resulof the procedure you learned in school.
Unless M implements a reasonable procedlike one 6 these, we hesitate toysd is
redly doing multigication.

Jug to indicate thathe problen with M redly is a quantitative ntger, a question fo
parsmony and the relative sizefdheories, le me mention something you snalread
have noticed We humansdo perform a restricted amounof table lookup in
multiplication Most of us know ly heat our multidication table fron 0 x 0to 9 x 9,
and we vill consul it readly when findirg 703x 495 Even f we were doing bingr
multiplication, we would gt need to know the tables up through 1 x 1.

| don't think tha relying on thesesmall tables doesob mud violence to the ideafo
multiplication  Indeed, onemight even be prepared to llaw tha the tables are
themselves reasongbparsmonious theories foone-digt multiplication. f an ealier
version & M only deat with integers fron O to 9, and solved the problemg table
lookup alonemight it have been do@ genuine one-digimultiplicatior? What if it only
deat with integers fron 0 to 1?

A New Definition of “Multiplication”

Science is facts; just as houses are made of stones, so is sciencéfiactdeluut a pile
of stones is not a house and a collectibfaots is not necessariscience.
—Henri Poincaré

We're now equipped to ltewhether an arbitrgrdevice relhy does multification or ony
fakes it. Assume & ae given a device tha&an solve multipcation problems. timay do
other things as wWie bu we are ont concerned with this one itby.

First, we aalyze multification fran the tgp down We nstru¢ al possible

parsmonious theoriesfohow to answer multication problems correctly. Theste our

theories & behaviour Note tha these theories are pwelorma and mathematical.
They make no mentionfdorains, circuits, physics, and thke.  course, we ignore gn
huge-table theories onultiplication, because these are wery parsmonious!

Next, we take the device in question and analyft@in the bdtom up. The gokhere is

to explan how the physichdevice atieves its behaviour If the device isa mwmputer,
we stat at some levetha is alreag well understood (electrons, circuits, or programs)
and star making generdizations aboucausarelationships. Eventllg, we @nstru¢ one

or more omplee and parsmonious accountsfovhy this machie aaswers multipcation
problems astidoes. V¢ cd thesetheories @ operation They ded with physicd objects
like individua circuits, and mag dstractly, conmon types 6 circuits sich as logic gates.
They may also debwith even moe @strac¢ objects, such as integers, whose properties
are respectedybthe machine’s behavior -an observation thas usefli to state in the
theoly because ti provides sgnificant though incomplete information abiouthe
arrangemetnof the circuits.



For some devicest imay turn ou tha some parnsonious theoy of the physich
operation include me pargnonious theoy of the forma behaviour, namsl
multiplication It is in exacly thee caes, | bkeve, tha we're mmfortable saying tha
the devicdruly multiplies orembodies multiplicatian

For example, suppose we’re studyingy rfiiend Duma the mathematician We

commission sevellaconcie analyses dhis brain One d the® concludes thhe has the
unusuahabt of multiplying everythingm base 2, using a shifidd pocedure. tigoes on
to describe how the shifidd procedure is managed with neurons + e hawe dready

found ou wha we need to know Binary shift-add happens toeba parsmonious
description é multiplication. So Duma'’s brain embodies muitaption.

If the device in question doestnembod multiplication, ba gets the righ answers
anyway, ve can appy some dferert words to it We sg tha it pseudo-multipliesor

mimics multiplication M is an examplefaa pseudo-multiger. It is na a true multifier,

because the mbsoncise theories concerning Milfao include ay smple theoy of

multiplying behaviour. A the concise theoriesfdV's operation ont record thaM goes
to an enormous table.

Some less concise theories aperationmight also mention theimple rule underlying
the table, as a kindf dootnote. Buisuch a footnote doedrielp explan how M gets the
answers; ti only increases the sizef the theory. So these theoriek aperation have
irrelevart elements. Theare na parsmonious theories; we do hoonsider them.

A New Criterion for Intelligence
Logic is like the sword — those who appeal to it shall perysh b —Samuel Butler

| have held to the multiigation example becauseis eay to describe But by strict
analogy, ve can decide whether a machine tigmasses the Turing tes truly intelligert
or jug pseudo-intligent Remember tharoba who came to dinn@r We smply open
up our guesduring cdfee ad biscuits, stugd how he works, ah ponder whether his
internd mechanisms embgd a suficiently parsmonious description fo intelligert
conversationgbehaviour.

If the roba is driven by a digitd computer with a shomprogran of a hlli on instructions,
that is a good sign Even f the progran is uncomfortalyl long, perhaps @ can estabsh

that mog of it deals wih vision and locomotion, and th&onversationabehaviour is
accomfished in a reasonable spac@&/ha we ae redly worried abotiis tha the robad

might be packed top to bmm with microfiche ful of dinner conversation on eyekely

topic. Tha would not be a oncise or evena @rred embodmert of human
conversationlabehaviour, everf it somehow managed to fbas for a wite.

A truly intelligert progran need no be modeled on principlesf duman intéigence,
though thais arguabt the safesway to write one. It is vaguey imaginable thathe
roba might embod intelligence v& aparsmonious theoy tha is na evenmentalistic
Tha is, perhap sme good thegrcan accounfor intdligert behaviour withotiexgicit



reference to beefs, categories, goals, a self-concept, or other objdcpsychologich
interest But | dould such an accounexists Mentdistic astractions have grea
explanatoy power It would be quite diicult to explan human conversation withou
them; dito for the conversationf@n Turing-tescomputer.

If we later &end a dinnertathe robot’s home, should we expéa be dissected in retu?n
Probably There is no guarantee thae humans & &ove investigation If we aopt
this new tesof intelligence, which requires irigernt devices to be bli in a particular
way, we should recognize thpeople jus might fail it! Such disappointmentseaamong
the risks & philosophy If our canmon notion o intelligence relly does go beyond
operationatests, as | Heve t does, thentinecessaly makes reference to facts albou
our brains. We know veillittle abou our brains, and perhaps the true facik mot be to
ourliking. Bu that is 9mply too bad.

Whatever our notionfantelligence mg have to saabou the alequag of the brain,
specifies aithe sameime tha humansare intelligent. Sofiour brairs smehow turn ou
to do vey smple operations yoimprobaby complex seat-of-the-pants tricks, or ising
big tables, we W be both tru} intelligert and pseudo-int#igent We should the have
to adnit that our notion @ intelligence is nbvery consistent.

Alien Intelligences

| would be vey ashamed of mcivilization if we did not ty to find out if there is life in
outer space. —Carl Sagan

By way of closing, | shoud point out that the new teisfor intdlligencemight be extended
to detet forms d intelligence in Martians, Vulcans, and autisthildren, nd to mention
autistic Al programs This is a helpfufeature, because the Turing ttesannd deted
intelligence in such individuals.

The problen with Martians is defining their behaviaurWe mg suspet tha they are
saying something to us as yhblow genty in the wind And perhaps the swing d
ammonia through their mantubules is their wa of thinking. Bu we have no wg of
teling. This makestidifficult for us to bild a theoy of operation for them We ae
supposed to explain something in terrhgheir biology, ba what?

If we had identified relevaMartian activities and had a thgasf operation for them, we
coud pdl out our bag labeled Pansonious Theoriesfdntelligert Human Behaviour, i
down on a red rock, and staifting through for a good match. The thgof operation
describes various absttaproperties 6 the Martian’s physidasystem Perhag ame
theol in the bag boasts theoreticdements with rougilsmilar properties Theowy X,
for example Perhaps the Martmhas no language subsystdike the one in thegrX.
But it does have somethifke wha theoy X calls $ort-tem and long-tem memory,
and — yes, there goes! — a self-symbol . . .

In the dsence ba definitive theoy of operation for Martians, the obviswlution is to
pemit ary parsmonious theoy of operation thworks. This is a reasonable idea. Does



Martian physiolog have any paterns ¢ events thea we can map onto human
psychologich construct® Perhaps w ould show tha some undistinguisite pool of
ammonia swirls assumes the samonfigurations again and again, ratli&e along-tem
memory And furthermore, as other bubbles and eddies pass throughnebessaly
nudge the pdaoward one faniliar pdatern or another . . .

If we did find such a pdof ammonia in the Martia body, a pob tha acts muchike
human memory, @ ould tred it as an abstra¢memoly device” and buld a theoy of
operation for it Such a thegr wouldn't have to explain laof Martian behaviour It
would jug have to explan how the pod worked It would have to prove thahis
calection d ammonia molecules necesggrbehaves according to certain fotrteawvs d
behaviour, lawsisnilar to those thacharacterize human memory.

Now, if the pargnonious theoy of the pool's operation turns bio be aparsmonious
accoun of the forma laws, then w can sg tha the pod embodies long-ten memory.
We sill don't know whether the Martians are tyuintelligent, f tha word has meaning
here, and w cetainly don't know whether they'e mnscious, buat leag we know thg
have true long-ten memories.

Somepeople (Sead anong others) are uncomfortable with such procedur&g you
stat finding minds in pools bammonia,” they ask, “what’s to stopninds fran showing
up in evey bottle of champagne With a sdficiently comgicated theor of operation,
cant you makeanythinglook like a mentiprocess?”

This objection should be taken seriously. t Boe answer is thawe do na consider
“sufficiently comgdicated” theories, Huonly parsmonious ones We can clam tha the
champagne hde is a modeof the mind d Bertrand Rusdk if we like. We can poirt to
six bubbles in the bitle and clam that these represeérithe mncep of the Effel Tower,
and we ca clam tha they are going sideways in order to peoasyllogism Well and
good But close your eyes for a few seconds, and look ag&im-oh ... Russks
incisive mind appears to be going insangdnfortunately, tle caisd laws tha govern the
bubbles are verdifferert from the caisd laws th&a govern mentlarepresentations No
mind here.

A scheme for mapping champagne omtiod would have to be far memomgicated. i
it exists & al, it would have to identyff concepts with extremgltortured classesfo
configurations b bubbles (nb six here and six there) If anyone doubts this, tldhim
come see me | will hand lm a bdtle of champagne, and asknhto nane afinite
representationacode under which the physicaroperties bthe dhampagne necessggr
generate the Fibonacsequence forevert @ne tem per second Compared to menta
processes, this one ougio be trivial But if he can do t I'll gladl let him keep the
battle.



Further Reading

This completes our shotour d cognitive sciene and cognitive phosophy | hope t
has provided a sensd the @gnitivist perspective — both toward the humamd and
toward the possiloty of non-humamminds.

| am convinced thea cognitive science is the mioexciting field in theoretidascience
today The humammind is the maiscomplex, intriguing and (to ugnportan systen we
know, and t is gill largel unexplored At the presenmoment, the bédhistory of the
field is The Mind’s Nev Science: A History fothe Cognitive Revolutionby Howard
Gardner (New York: Basic Books, 1985). Gardner spendst &aduhe book discussing
specifc contributions fran phlosophy, psychology, computer sciendeguistics,
anthropology, and neuroscience.

An excdlert introduction to problems in cognitive iptsoply is provided iy The Mind’s
I: Fantasies and Reflectionsn SIf and Sou (Sussex: Harvester Press, 1981his
eclectc ollection, which includes the paperg Buring and Searle, asoffers mag
wonderfuly readal® essays, dialogues, thougbxpements and shaorstories touching
on the nature fomind. I is edited gy Douglas Hofstadter and DahiBenndt; they
provide their own reflections on each piece.

One d the footnotes to this paper mentiong #xciting area 6 neurd networks This

topic is na covered in Gardner. The standard introduction to the dubjadwo-volume
calection d papers, edited yoDavid Rumelhar and Jg McClelland, clied Parallel

Distributed Processing: Explorations in the Microstructure @ognition (Cambridge
MA: MIT Press, 1986).A third volume comes with a disk oomputer snulations.



