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ABSTRACT: A very fast and accurate algorithm for identifying vowels and consonants in plaintext or in a simple substitution cipher.
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In the October 1990 issue of Cryptologia Caxton Foster [1] proposes an algorithm to identify which letters of a simple substitution cipher are vowels. A very fast algorithm which does precisely that was discovered almost 30 years ago by a Soviet researcher by the name of B. V. Sukhotin. Unfortunately, Sukhotin published only in Russian and was ever translated only into French. So here is a world’s first: Sukhotin’s algorithm in English1

Sukhotin had observed that vowels tend to occur next to consonants rather than next to vowels. And indeed if they did not this sentence would look more or less like: and nddie if they idd nto iths ntuce ewld koo oemr ro elss lkie. Skhtnuoi’s lgrthmaoi...er...Sukhotin’s algorithm is wholly based on that observation.

Say we have this text: “SAGITTA” and we want to know which letters are vowels and which consonants. To make things just a little bit more interesting (and this ought to appeal to decipherers of the Phaistos disk), let us also suppose that it was written around a plate, so that there is no way of being sure

---

1Well, not Sukhotin’s algorithm word for word, but it boils down to exactly the same; it only gets there faster, with less number shuffling. Greg Mellen points out to me that Helen Fouche Gaines tackled the same problem by means of a very similar-looking matrix in her Elementary Cryptanalysis (pp. 78-85 of the 1966 Dover edition), and credited the method to M. E. Ohaver (1933), so that Sukhotin did not “discover” the algorithm described here but simplified the method and formalized it. I have had Gaines’s book for many years and have read it through. Yes, the construction of the matrix is similar (save that it is not symmetrical), but the method followed is very, very different indeed...well, at least it seems to me. Thus for instance the first task tackled is the tentative identification of the digram “ih”, followed next by that of “he” and “ha”. Ohaver’s method also relies on a previous knowledge of the digram frequencies of the language in which the message is written. Sukhotin, on the other hand, assume a state of complete ignorance about the language, except that the writing system is alphabetical. For those reasons, I would still hold that Sukhotin’s algorithm is wholly original.
where it starts (and ends), even in which direction it ought to be read. It could be “SAGITTA” or “ATTIGAS”, “AGITTAS” or “SATTIGA”, “GITTASA” or “ASATTIG” etc. for all we know.

Step 1. Count the number of times each letter of the text is in contact with another. Thus “G” is in contact with “I” once (and “I” with “G” once), “A” with “S” twice (and “S” with “A” twice; remember: the text is written in a circle\(^2\), and so on. You end up with a symmetrical frequency matrix:

\[
\begin{array}{ccc}
S & A & G & I & T \\
S & 0 & 2 & 0 & 0 & 0 \\
A & 2 & 0 & 1 & 0 & 1 \\
G & 0 & 1 & 0 & 1 & 0 \\
I & 0 & 0 & 1 & 0 & 1 \\
T & 0 & 1 & 0 & 1 & 2 \\
\end{array}
\]

Step 2. Fill the main diagonal with zeroes:

\[
\begin{array}{ccc}
S & A & G & I & T \\
S & 0 & 2 & 0 & 0 & 0 \\
A & 2 & 0 & 1 & 0 & 1 \\
G & 0 & 1 & 0 & 1 & 0 \\
I & 0 & 0 & 1 & 0 & 1 \\
T & 0 & 1 & 0 & 1 & 0 \\
\end{array}
\]

Step 3. Sum the rows, and assume all letters are consonants:

\[
\begin{array}{ccc}
S & A & G & I & T & Sum \\
S & 0 & 2 & 0 & 0 & 0 & 2 & \text{consonant} \\
A & 2 & 0 & 1 & 0 & 1 & 4 & \text{consonant} \\
G & 0 & 1 & 0 & 1 & 0 & 2 & \text{consonant} \\
I & 0 & 0 & 1 & 0 & 1 & 2 & \text{consonant} \\
T & 0 & 1 & 0 & 1 & 0 & 2 & \text{consonant} \\
\end{array}
\]

Step 4. Find the consonant with the highest sum greater than zero. That consonant was really a vowel all along:

\[
\begin{array}{ccc}
S & A & G & I & T & Sum \\
S & 0 & 2 & 0 & 0 & 0 & 2 & \text{consonant} \\
A & 2 & 0 & 1 & 0 & 1 & 4 & \text{it's a vowel!!!} \\
G & 0 & 1 & 0 & 1 & 0 & 2 & \text{consonant} \\
I & 0 & 0 & 1 & 0 & 1 & 2 & \text{consonant} \\
T & 0 & 1 & 0 & 1 & 0 & 2 & \text{consonant} \\
\end{array}
\]

\(^2\text{There is no harm done if we know where the text starts and ends, in which direction it reads, and where word separations are: just adjust the count of the number of times a letter occurs next to another accordingly.}\)
Step 5. Now subtract from the sum of the row of each consonant twice the number of times it occurs next to the new-found vowel. For instance, "S" occurs twice next to "A", so the sum of its row becomes 2 - 4 = -2. Do the same for the other "consonants" ("G", "T", and "T"):

<table>
<thead>
<tr>
<th></th>
<th>S</th>
<th>A</th>
<th>G</th>
<th>I</th>
<th>T</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>vowel</td>
</tr>
<tr>
<td>G</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>consonant</td>
</tr>
<tr>
<td>I</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2 consonant</td>
</tr>
<tr>
<td>T</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>consonant</td>
</tr>
</tbody>
</table>

Now continue from Step 4 until you find no more new vowels. Thus for instance here, "I" being the consonant with the highest sum greater than zero, it becomes a vowel at Step 4:

<table>
<thead>
<tr>
<th></th>
<th>S</th>
<th>A</th>
<th>G</th>
<th>I</th>
<th>T</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-2  consonant</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>vowel</td>
</tr>
<tr>
<td>G</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>consonant</td>
</tr>
<tr>
<td>I</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2 it's another vowel!!!</td>
</tr>
<tr>
<td>T</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>consonant</td>
</tr>
</tbody>
</table>

Then Step 5 leaves us with:

<table>
<thead>
<tr>
<th></th>
<th>S</th>
<th>A</th>
<th>G</th>
<th>I</th>
<th>T</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-2  consonant</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>vowel</td>
</tr>
<tr>
<td>G</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>consonant</td>
</tr>
<tr>
<td>I</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2 vowel</td>
</tr>
<tr>
<td>T</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-2 consonant</td>
</tr>
</tbody>
</table>

Since there are no consonants left with a sum greater than zero, the process stops there.

Simple, wasn’t it? But was there any logic in all that number-shuffling? Yes, there was. As Sukhotin did not explain the rationale behind his algorithm you have to piece it together yourselves, though.

What the column headed “Sum” contains at every step is in fact the difference between the number of times a letter is found next to a consonant and the number of times it is found next to a vowel. At Step 4 we pick the letter with the highest difference and call it a vowel (logical, since the fundamental assumption is that vowels occur next to consonants rather than to vowels). Then, at Step 5, we
consonant twice the instance, “S” occurs
2. Do the same for vowels. Thus for
ager than zero, still
vel!!!
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3In some cases (very rare), letters which are properly consonants get misidentified as vowels because the algorithm stops just a little bit too late. In other cases a consonant or two can get misclassified as vowels because there is precious little correlation between pronunciation and spelling, so that the “consonants” and “vowels” of the alphabet correspond only loosely to the “consonants” and “vowels” of pronunciation. English is a particularly nasty instance of such a case: “Y” is a vowel in “JELLY”, but is it in “YELLOW”? And what about in “MY”? Isn’t it more like two vowels? How about “K”, “G”, and “H” which are all silent in “KNIGHT”? And “U” which is just as silent in “LAUGH” as “K”, “G” and “H” in “KNIGHT”? In spite of those anomalies Sukhotin’s algorithm still works fairly well on English: it misidentifies only “T” as a vowel (and then not always). The reason is the very high frequency of the digram “TH” which is really one single consonant, not two.
ALGOL, Basic, Simula 67, statistical methods, PL/I, C, and Pascal. He now works in the Department of Artificial Intelligence of the research laboratories of Telecom Australia. The author is also interested in the Voynich manuscript and in the decipherment of the tablets of Easter Island.

"I think you could safely say that the artisan hit his thumb at that point."
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