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(Note the differences in subscript pattern between this formula . and the 
preceding one.) Each minimization over r corresponds to finding the point on a 
given line segment that is nearest to a given point, and this is easy to calculate. 
For example, the first minimization over r in the formula for Du corresponds to 
finding the point on the segment from bj to bj+l that is nearest to a;. To find it, 
project a; perpendicularly onto the complete line between bj and bj+l . If the 
project ion is between bj and bj+ 1 , it is the desired point. If the projection is 
beyond bj, then bj is the desired point, and if the projection is beyond bj+ 1 , then 
bj+ 1 is the desired point. In algebraic term s, this can be written as follows, 

r= 
(a; - bj) · (bj+l - bj) 

(bj+l - bj) . (bj+l - b)-) 

{ 

1, 

r= ~ ' 

ifr > 1, 

ifr < o , 

otherwise, r, 

where the dot indicates the scalar product of two vectors. 
We can generalize interpo lation time-warping s to permit insertion and 

deletion in a way that is appropriate for use in speec h processing ( e.g., to get a 
good comparison between a precise pronunciation of "twe nty" and the slurred 
pronunciation " twenny," by permitting deletion of " t"). The recurrence 
equation is straightforward, but the algorithm requires a three -dimen sional 
array and time proportional to n3 instead of n2

• 

9. AVERAGE OF TWO TRAJECTORIES 

It is sometimes useful to take the "ave rage" of severa l trajectories, as illustrated 
in Rabiner and Wilpon (1979, 1980). The prime application occurs in speech 
processing, where severa l utterances of a single word are combined into a single 
average utt era nce to provide a " template" for use in word recognition. Th e 
Rabiner-Wilpon method has the advantage of being relati vely simple, and of 
permitting a simp le extens ion to the average of many trajectories (with one of 
them playing a special maste r role). It treats the trajectories in an asymmetric 
manner, however, and in this paper we are interested in developing a fully 
symm etric method, for reasons described earlier. We will give a natural 
symmetric definition for the weighted average of two trajectories with respect to 
a given time-warping between them. Of course, the optimum time-warping 
would normally be used. In principle, our definition could be extended to 
averaging N traj ector ies, but such an exten sion would rest on a simultaneous 
time-warping of N trajectorie s. We do not follow this approach, in part because 
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of the great computa tion time such m ethods require. Instead , to combine N 
trajectorie s into a sing le average, N - 1 repetitions of the two-trajector y 
average may be used , each with respect to the opt imum time -w arping between 
the two trajectories involved. For examp le, var iou s pairs may be combined, 
then some of the resulting trajectorie s may be combined, eith er with each other 
or with origina l trajectorie s that have not yet been combined , and so on. When 
combining two trajector ies that represent k 1 and k 2 or iginal trajectorie s, 
respectively , presumably we would use weight s k 1/ (k 1 + k 2) and kif(k 1 + k 2). 

While the final average would not, unfortunately, be independent of the order of 
combina tion , it would probably not be very sensitive to the order , in reali stic 
applications. In ciden ta lly, the combining proces s described bears a strong 
relationship to wide ly used method s of cluste ring known as " pair-group" 
methods , and the rules used in clustering to determin e the order of combination 
are probably quite suit able for use here also . 

Now as sume we are given the trajector ies a(u) and b(v), and weightsp and 
q with p + q = 1, p ;;;; 0, q 2:: 0. Also assume that we are given a time-warping 
(u0 , v0) between the trajectories. Pre sum ably, this wou ld usually be the 
optimum time-warping, though the following discussion doe s not rely on that 
ass ump~ion. Suppose u and v are link ed, so that a(u) and b(v) are corresponding 
points in the two trajectorie s. The we ighted average of the se points is 

pa(u) + qb (v ). 

Obviou sly the weig hted-average traj ec tory should run along the curve formed 
by all such points. 

What ha s not been so clearly set forth in the literature is the time pattern 
that shou ld be used with thi s curve. We propose that the time assigned to the 
point shown above should be the weighted average of the two time s involved , u 
and v, that is, 

w = pu + qv 

is the time that should be assigned to the point shown above. (It may appear that 
the time pattern chosen for the average is not important , becau se the distan ces 
we use are deliberately chose n to be insensitive to time pattern . However , it is in 
fact important, for two rea sons . First, a time pattern is needed to use the 
procedures we discu ss . Second , other ways of using the average trajectory , not 
discuss ed in this chapter, are sensitive to time pattern.) 

Thi s can all be wrapped up int o one succinct definition, as follows. Th e 
weighted average c(w) of trajectories a(u) and b(v), with resp ect to the time­
warping (u0 , v0) , using nonn egative weights p an·d q that sum to I , is defined 
by 
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c(w 0(t)) = pa(u 0(t)) + qb(v 0 (t)) 

where 
w0(t) = pu 0(t) + qv 0(t). 

If equivalent tim e-warpings (u0 , v0) and (u1, v1) between a(u) and b(v) are each 
used to form the average, then it -is easy to show that the two resulting average 

trajectorie s are the same. 

IO. AVERAGE OF TWO SEQUENCES 

In the previous section, a reason for averaging trajectori es was explained, but in 
practi ce, of cour se, it is sequences that are averaged. In this section, we define 
the average of two sequence s with respect to a time-warping. As above, there 
are many way s to make the analogy with the continuous definition , and we give 
two alternative definitions. One difference between our definition s and the 
earlier definition s due to Rabiner and Wilpon ( 1979 , 1980) is that we treat the 
two seq uence s in a fully symmetric manner. 

Supp ose that we are given two sequence s a = a 1 •• • am and b = b, ... b11 

with sampling times ll; andvj, and weightsp and q withp + q = l ,p ;;; 0, q ;;; 0. 
Al so assume that we are given a time-warping (i0 , j 0 ) between the sequences, 
where i0(h) andMh) are defined for h = I to H. Pre sumably, the optimum time­
warp ing would normally be used, but the following discu ssion is valid for any 
time-warping. Supp ose i andj are linked by h (that is, i= io(h),j=Mh)), so 
that a; and bj are corresponding point s in the two sequence s. The weight ed 
average of these points is 

which corresponds to h. Let the corresponding sampling time be defined by 

Our first definition of the average sequence is simply c = c1 ••• cH. 
If a and b were both formed by sampling at constant time intervals r, then 

we might want the average to have the same property. Our seco nd definition 
achieves this, though there are many alternativ e vers ions of it, and we shall not 
spell out the detail s for any one of them. Fir st we put a polygonal path ( or more 
generally, a spline) through the points ch. We label the point s with wh, and 
interpolate along the path to find point s at the appropriate sampling times. The 
point s yielded by this proce ss constitute our second definition for the 
average. 
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